
Group formation in collaborative learning contexts based 
on personality traits: An empirical study in initial 

Programming courses 

Oscar Revelo-Sánchez1, César A. Collazos2, Miguel A. Redondo3, 
 

1 University of Nariño, 52001 San Juan de Pasto, Colombia, orevelo@udenar.edu.co 
2 University of Cauca, 190001 Popayán, Colombia, ccollazo@unicauca.edu.co 

3 University of Castilla-La Mancha, 13071 Ciudad Real, Spain, Miguel.Redondo@uclm.es 

Abstract. Considering that group formation is one of the key processes when 
developing activities in collaborative learning contexts, this paper aims to pro-
pose a technique based on an approach of genetic algorithms to achieve homo-
geneous groups, considering the students' personality traits as grouping criteria. 
For its validation, an experiment was designed with 132 first semesters engi-
neering students, quantifying their personality traits through the “Big Five In-
ventory”, forming workgroups and developing a collaborative activity in initial 
Programming courses. The experiment made it possible to compare the results 
obtained by the students applying the proposed approach to those obtained 
through other group formation strategies. It was demonstrated through the ex-
periment that the homogeneous groups generated by the proposed technique 
produce better academic results compared to the grouping technique by stu-
dents’ preference, traditionally used by the teachers when developing a collabo-
rative activity. 

Keywords: Collaborative learning, Empirical study, Genetic algorithms, Group 
formation, Personality traits. 

1   Introduction 

Outside of academia, groups constitute a basic social structure. They are formed and 
reformed in different ways for various purposes: people meet in social situations, 
coordinate to perform work-related tasks or constitute commissions because of com-
mon interests. Although, in academic fields, groups are also formed easily and for 
very diverse purposes, group creation in the classroom can be a complicated and stilt-
ed process. However, for collaborative learning to be successful, it is important to 
make effective groups [1]. 

Specifically, homogeneous grouping presents certain advantages for some types of 
learning activities, especially those that involve guided discovery, development of 
skills, review of material that has already been learned, or in highly structured tasks of 
competencies construction, allowing students to progress at a similar rate, which is 
beneficial for the achievement of specific goals [1–4]; this grouping type promotes a 
positive effect on collaborative learning [5–7]. Such is the case of activities that sup-
port learning processes in initial programming courses, the context of this study; 
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where, also, considering the personality traits of students in the group formation pro-
cess enhances their collaborative performance, when it comes to software develop-
ment activities [8–17] 

This paper presents the results of the research process carried out to structure a 
homogeneous group formation technique in collaborative learning contexts, formation 
based on personality traits. For this, the “Big Five Inventory” is used as an instrument 
for measuring the traits of the participants' personality, a standardized inventory or 
questionnaire based on the psychological model of the Big Five [18]. On the other 
hand, given that group formation is a combinatorial problem that involves multiple 
characteristics, the heuristic search offered by genetic algorithms was used as an op-
timization technique. The literature review by Cruz & Isotani [19] concerning group 
formation demonstrates the great interest of researchers in using this technique as a 
solution to the problem, given its relevance in dealing with a large number of varia-
bles and their ability to quickly generate optimal solutions, that is useful groups. 

The characteristics from which homogeneous groups are formed and the operators 
implemented in the genetic algorithm are the main contributions of this work. Most of 
the existing studies in the field of group formation that use genetic algorithms, focus 
the grouping according to the students’ knowledge level, their learning styles, and 
their demographic information among other characteristics, and use crossover and 
mutation basic operators. The proposed approach exploits the traits derived from the 
five dimensions of the Big-Five personality model (Extraversion, Agreeableness, 
Conscientiousness, Neuroticism and Openness), to improve collaboration and learn-
ing outcomes, both at the group and individual level. Likewise, a modification of the 
crossover operator named C1 is used, which is suggested for problems where genes 
should not be repeated, as is the case under study; and, for mutation, a variation of the 
swap mutation operator is used. These modified genetic operators allow a more com-
plete search in the solution space, providing new genetic information to the popula-
tion, preventing the algorithm from being trapped in a local minimum. 

The proposed technique was validated with four different groups belonging to the 
Academic Programs of the Faculty of Engineering of the University of Nariño Camus 
Pasto, Systems Engineering and Electronic Engineering, for the initial Programming 
course in the academic period B-2019. Two of these groups were managed as experi-
mental groups and the other two as control groups. Finally, a comparative analysis of 
the results of the proposed evaluative activities was carried out, applying statistical 
tests, for purposes of a basic initial measurement of the level of learning achieved by 
the students participating in the experiment. This allowed showing a positive inci-
dence of the treatment given to the experimental groups compared to the control 
groups, that is, academic performance benefits. 

The paper is organized as follows: initially, the proposed solution is presented in 
detail in Section 2; Section 3 subsequently describes the empirical process developed; 
Section 4 presents the results of the proposed experiment. Finally, Section 5 presents 
a set of conclusions. 
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2   Related works 

Although the domain of computer-assisted collaborative learning contains the words 
"computer-assisted", group formation does not always occur with technological 
support [20]. For cases where such support exists, the literature describes multiple 
techniques to achieve group formation: genetic algorithms, hybrid genetic algorithms, 
fuzzy algorithms, brute force search, particle swarm optimization, machine learning 
and integer linear programming, among others. The same occurs with the 
characteristics of the students to be taken into account as grouping criteria. The 
literature describes the following characteristics: arbitrary matrix of attributes, 
demographic information, motivation, learning styles, academic profiles, psychosocial 
profiles, cognitive profiles, leadership profiles, learning roles, and prior knowledge, 
among others. Below are some of the most important related works of the recent five 
years, including a brief description of their application. 

Moreno et al. [21] present a proposal that exhibits several characteristics: from an 
operational point of view, it is very flexible because it allows several group sizes and 
an arbitrary matrix of grouping attributes, and it can be easily adapted to consider 
several homogeneity/heterogeneity criteria; from an algorithmic point of view, it 
combines the best of two apparently opposite worlds: it uses a local brute force search 
within an iterative process guided by a random heuristic criterion; experiments with 
multiple data sets, with student numbers ranging from 20 to 3,500, demonstrate 
reasonable performance and execution times; and, the authors make both data sets and 
source code available to allow more objective comparisons of approaches. 

Sun & Chiarandini [22] propose a novel method to form intra-heterogeneous and 
inter-homogeneous groups based on relevant students’ characteristics. This method 
allows the consideration of multiple characteristics of the students and can handle 
both numerical and categorical types of characteristics simultaneously. Solve the 
grouping problem as a lexicographic optimization problem in the given order. 
Formulate the problem in terms of mixed-integer linear programming and solve it 
optimally. The authors conducted a pilot experiment considering three general 
characteristics (with 13 specific characteristics) including the level of knowledge, 
demographic information, and motivation. 

García-Vélez et al. [23] in their research present a system capable of exploring the 
best alternatives to automatically organize homogeneous study groups that favor the 
best performance. The proposal uses a personalized genetic algorithm, based on the 
students' learning styles and their academic profiles. 

Imbrie et al. [24] in their work propose the use of genetic algorithms to form 
groups optimized for heterogeneity. The genetic algorithm uses a discrete integer-
based chromosome representation and group alleles to represent each group. Standard 
genetic operators allow the algorithm to adapt to any optimization criteria the 
instructor deems appropriate. They apply restrictions based on gender and ethnicity to 
minimize demographical imbalance between groups. 

Zervoudakis et al. [25] present a method that uses computational intelligence 
techniques to classify students according to the principles of differentiated instruction. 
They apply a clustering algorithm based on particle swarm optimization to two data 
sets that emerge from the holistic assessment of the students’ particular characteristics 
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and needs. The results show the contribution of the algorithm to the effective 
formation of heterogeneous student groups, each of the members having 
homogeneous characteristics of skills, difficulties, psychosocial and cognitive 
profiles. 

Ullmann et al. [26] in their work propose an adaptation of the particle swarm op-
timization algorithm based on three criteria: level of knowledge, interests and leader-
ship profiles; forming groups with different levels of knowledge, similar interests and 
distributed leadership, providing better interaction and knowledge construction. 

Chen & Kuo [27] propose a novel group formation scheme based on genetic 
algorithms with a penalty function, which considers the heterogeneity of students’ 
knowledge levels and learning roles, and the homogeneity of social interactions 
measured by social network analysis among the members of the group, generating 
collaborative groups with balanced learning characteristics, in a collaborative learning 
environment based on problems. 

Garshasbi et al. [28] successfully implemented and applied a multi-objective 
version of genetic algorithms, that is, a non-dominated sorting genetic algorithm, to 
improve the performance and accuracy of optimally formed learning groups. In 
contrast to the previous related works applying single-objective algorithms, the main 
advantage of this work is the simultaneous satisfaction of multiple targets predefined 
for the formation of optimal learning groups, especially the inter-homogeneity and 
intra-heterogeneity of each learning group, which significantly enhance both 
effectiveness and accuracy of optimal grouping processes in the underlying intelligent 
systems. 

Garcia-Velez et al. [29] in their work present an intelligent system that determines 
the best alternatives to automatically generate student groups to address practice 
activities and problems. The proposal uses a genetic algorithm to analyze the 
students’ personality and their academic profiles. 

Lambić et al. [30] present group formation as a mathematical optimization 
problem. Based on the proposed approach and the variable neighborhood search 
algorithm, they create the application that solves the problem and provides the 
appropriate division of groups. The proposed approach considers pretest scores, 
interpersonal relationships, and prosocial behavior/openness skills of students. 

Andrejczuk et al. [31] present a computational model that incorporates key factors 
for performance in a group: competencies, personality and gender, by forming 
heterogeneous groups. In addition, they propose efficient algorithms to divide a 
classroom into groups of uniform size and homogeneous performance. The first 
algorithm is based on an integer linear programming formulation. For small problem 
cases, this approach is appropriate. However, this is not the case of great problems for 
those who propose a heuristic algorithm. 

Torres et al. [32] propose a fuzzy-based multi-agent model for group formation 
based on nine roles defined by Belbin typology, using the strengths and ideal 
responsibilities for each group member role. To better balance the different working 
groups based on existing roles, they employ a fuzzy logic approach that allows 
classifying the role performance of each individual into the group. 

Joseph et al. (2017) in their work propose an approach in which students' prefer-
ences are taken into account regarding the composition of the group to which they 
would like to belong. Machine learning algorithm (K-Means) is applied to group large 
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student groups and analyze their preferences. They consider prior knowledge and 
communication skills, as well as student preferences. Initially, groups are formed 
using student preferences. Then an attempt is made to include in each group students 
with good academic performance and communication skills. 

3   Proposed technique 

The technique is explained below in three parts: the first describes, in general, the 
methodological proposal, the second presents the instrument proposed for the meas-
urement of personality traits, followed by a description of how the formation of work-
ing groups as such is carried out, through the application of genetic algorithms. 

3.1   Methodological proposal 

The group formation in collaborative learning contexts based on personality traits is 
presented as a sequential process comprising three stages that are described in the 
following sections. The boxes at the top are the inputs required in each stage, and the 
boxes at the bottom describe the outputs at each stage. Fig. 1 schematically summa-
rizes this process. 

It is clarified that, as such, the proposed group formation technique would only go 
up to the second stage. Stage three, related to the collaborative activity or activities to 
be developed, is incorporated into the process solely to validate the technique. This 
stage would be relative to the academic space in which it will be implemented. 

 

Fig. 1. Methodological scheme. 
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3.2   Measurement of personality traits 

A Spanish adaptation of the BFI (Big Five Inventory) by John et al. is used as an in-
strument to measure the personality traits of students [33]. The aim of using this in-
strument is to have a scientifically accepted way to quantify the personality traits of 
an individual, which, as will be seen later, is the input required by the grouping algo-
rithm. At no time is it intended to issue any type of concept or psychological diagno-
sis of the study participants, as this is outside the scope of this. The adaptation of the 
BFI into Spanish by Oliver P. John and Verónica Benet-Martínez [34] is used, with 
the corresponding consent for investigative purposes.  

Once the BFI has been applied to each of the n students to be grouped, the results 
obtained must be stored in a table, where each row corresponds to a student, the first 
two columns being their identifier and his name, and the remaining five columns cor-
respond to each of the personality dimensions considered by the “Big Five” model: 
extraversion, agreeableness, conscientiousness, neuroticism and openness. 

3.3   Group formation 

Considering the principles of Genetic Algorithms, as well as the nature of the problem 
of interest, the proposed method for the group formation is described in detail in this 
section. This method is based on the work of Moreno et al. [35], who propose a meth-
od to group elements (not necessarily students) in a homogeneous way. 

Representation of students. Since the idea is to consider not only one, but several 
characteristics of the students, each student n can be represented using a vector in the 
following way, where M is the number of characteristics: 

 
 (1) 

 
These characteristics could have a different nature, for example, demographic (age, 

sex, etc.), psychological (personality traits, abilities, etc.), academic (grades, pre-
tests, self-assessment, etc.), and cognitive (learning styles, types of intelligence, etc.), 
among others. This representation requires that every characteristic m (1 ≤ m ≤ M) be 
quantified by a numerical value in a predefined range, which does not mean that they 
can be considered categorical attributes. In these cases, a prior numerical discretiza-
tion process would be required. For example, if an attribute takes values "high", "me-
dium" and "low", these could be changed from 1, 2 and 3, respectively. 

The total number of students can be represented by an M×N matrix, where N is the 
number of students, as shown in  

Table 1. 

{ }1 2, , ,n ME C C C= !
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Table 1. Representation of a total set of students. 

Id C1 C2 … CM 
1 70 0.50 … 25 
2 20 0.83 … -10 
⋮ ⋮ ⋮  ⋮ 
N 45 1.22 … 13 

 
Once the data are organized in this way, they may need to be scaled to a common 

range, so that there are no disturbances in the calculation and that they are easily 
comparable. A simple way to achieve this is for all the data to be in the range 0 - 1, 
applying statistical normalization based on the unit [36], using the following expres-
sion: 

 
 (2) 

Representation of individuals. In the following, by individual we mean a specific 
collection of G groups, each with up to N/G students, with N being the total number 
of students. In most studies that use genetic algorithms, the data structure used is a 
vector where each position corresponds to a gene in the solution. In the proposed 
model it is proposed to use a matrix, where the number of rows corresponds to the 
desired number of groups G and the number of columns corresponds to the maximum 
size of each group N/G. In this way, each gene that makes up the chromosome con-
tains the identifier of an element, and its position within the matrix defines the group 
to which it would belong. This representation, in addition to its clarity, facilitates the 
use of the genetic crossover operator proposed below. 

In the group formation problem, as well as in other combinatorial problems, a 
chromosome cannot have repeated genes [35], which means that an individual (feasi-
ble solution) is one in which each element is in a single position of the chromosome. 
For example, if you have a total of 20 students and you want to form 4 groups, each 
one would contain exactly 5 students. In this case, a possible individual, if the stu-
dents are numbered consecutively, could be like the one presented in Table 2. 

Table 2. Representation of an individual. 

1 2 3 4 5 
6 7 8 9 10 
11 12 13 14 15 
16 17 18 19 20 

min

max min

X XX
X X

-¢ =
-
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Fitness measure. Since the objective of this method is to obtain homogeneous groups 
concerning all the students, it is necessary to define a measure of this homogeneity. 
One possible way to do this is described below. First, the average of each characteris-
tic of the totality of students (TM) is calculated: 

  (3) 

Then for each group g (1 ≤ g ≤ G) of each individual, the average of each charac-
teristic is calculated. Since each individual i is represented as a vector Xi, these aver-
ages (IM) can be represented as follows: 

  (4) 

Subsequently, the sum of the squared differences between the M characteristics for 
each group g of individual i and the average of each characteristic in all the elements 
is calculated, as follows: 

 
 (5) 

The lower this value (with a minimum of 0), the more similar each of the groups 
will be on average concerning the total number of students. Therefore, the objective 
function of the problem could be expressed as follows: 

 
 (6) 

Initial population and evolution. In the example represented in Table 6, a trivial 
group formation is shown: assign each student in an orderly manner to a group ac-
cording to the identifier they have. The first N/G students (in this case 3) belong to 
Group 1, the next N/G to Group 2 and so on. Although this formation is valid, the idea 
of the initial population is to generate k individuals randomly, using the matrix repre-
sentation described in the Section “Representation of individuals” and fulfilling the 
restriction that each element must be in one and only one of the positions in the array. 

Once the initial population is obtained, and following the general scheme of a ge-
netic algorithm, the evolution process is carried out in which it is passed from one 
generation to another using the genetic selection operators (roulette for minimization 
[37]), crossover (C1 operator [38]), and mutation (by swap [39]) until a desired fitness 
measure is obtained or until a total of h generations is reached. 

{ }1 2, , , MTM C C C= !

{ },1 ,2 ,, , ,i i i i
g g g g MIM X X X= !

( ) ( ) ( )2 2 2

1 ,1 2 ,2 ,
1

G
i i i i

g g M g M
g

D C X C X C X
=

é ù= - + - + + -ê úë û
å !

( ) ( ) ( )2 2 2

1 ,1 2 ,2 ,
1

min
G

i i i
g g M g M

g
Z C X C X C X

=

é ù= - + - + + -ê úë û
å !
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4   Method 

The research process was developed with an empirical design based on a quasi-
experiment as shown in Table 3, seeking to verify one of the following hypotheses: 
H0: the means of the grades obtained by the students in the topic of the collaborative 
activity are equal (null hypothesis); H1: the means of the grades obtained by the stu-
dents in the topic of the collaborative activity are different (research hypothesis). It is 
a quasi-experiment since the study groups (described below) were already formed 
before the experimentation, they were intact groups (the reason why they arose and 
the way they were formed have nothing to do with the experiment, it is a task that 
corresponds to the registration and academic control University office for each new 
academic period) [40]. 

Table 3. Experimental design. 

 Experimental stimulus Post-Test 
G1 (Experimental group) X O1 
G2 (Experimental group) X O2 
G3 (Control group) - O3 
G4 (Control group) - O4 

 
The validation of the proposed group formation technique was carried out with a 

total of 132 students, divided into four different groups belonging to the Academic 
Programs of the Faculty of Engineering of the University of Nariño, Systems Engi-
neering and Electronic Engineering, for the initial Programming course in the aca-
demic period B-2018. Table 4 shows the experimental design applied in each course: 

Table 4. Experimental design by program. 

Program Course Experimental design 

Systems Engineering Programming I G1  X  O1 
G3  -  O2 

Electronic Engineering Programming Foundations G2  X  O3 
G4  -  O4 

 
Groups G1 and G2 correspond to the experimental groups of each program and G3 

and G4 were the control groups respectively, in addition, X was the experimental 
treatment that consisted of forming the required groups applying the proposed tech-
nique and of carrying out an activity collaborative learning named “Peer Code Evalu-
ation”[41], during the work sessions scheduled for the control structures theme. In 
turn, O1, O2, O3 and O4, were the post-tests applied at the end of the experiment for 
both the experimental and control groups, which consisted of the same questionnaire 
(for each of the courses) with exercises related to the topic of control structures ad-
dressed in the collaborative activity. 

The first experimental group G1 was made up of 43 students from the Program-
ming I - Group 1 course of the first semester of Systems Engineering, to whom the 
experimental treatment X and the post-test (O1) were applied. The control group G3 
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was made up of 36 students from the Programming I - Group 2 course, from the same 
semester and academic period, to whom the experimental treatment was not applied, 
only post-test (O2). 

The second experimental group G2 was made up of 32 students from the Program-
ming Foundations - Group 1 course of the first semester of Electronic Engineering, to 
whom the experimental treatment X and the post-test (O3) were applied. The control 
group G4 was made up of 21 students from the Programming Foundations I - Group 2 
course, from the same semester and academic period, to whom the experimental 
treatment was not applied, only post-test (O4). 

5   Results 

In this section, the results obtained in the development of the research are presented in 
detail, starting with a description of how a class session would be carried out applying 
the proposed technique, then the results of the application of the instrument for the 
measurement of personality traits in students, and ends with the results obtained in the 
development of the experiment. 

5.1   Class session 

Before presenting the results obtained in the research process, it is convenient to show 
at an example level how a class session would be carried out in which you want to 
form groups with the proposed technique. A class session is taken as an example to 
support the theme of "Control Structures (conditionals and cycles)" in an initial Pro-
gramming course. To do this, the teacher, considering the methodological scheme 
presented in Fig. 1, performs the steps indicated in the activity diagram shown in Fig. 
2. 

 

Fig. 2. Activity diagram class "Control Structures". 

It is important to clarify that the first three activities, corresponding to the meas-
urement of the personality traits of the students, are carried out once in the academic 
period (for the particular case, once a semester), since the group, generally, remains 
stable throughout the period, and the results can be used as many times as desired for 
the formation of new working groups, in terms of members or quantity. 
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5.2   BFI Results 

As mentioned in Section 3, groups G1 and G2 are the groups to which the experi-
mental treatment was applied, initially requiring the application of the instrument for 
measuring personality traits described above. The BFI results should be organized in a 
table as described in Section 3.2, considering that the students who do not fill out the 
instrument (if any) should be assigned as values to each of the dimensions considered, 
the mean of the total group in each of them. This situation occurred with 7 students 
from group G1 and with 8 students from group G2. Tables like these were supplied to 
the genetic algorithm, the processing results of which are presented below. 

5.3   Group formation 

Once acceptable parameters have been established for the configuration of the genetic 
algorithm, we proceed to form groups of four students for the two experimental 
groups (G1 and G2), using a test application, preparing the corresponding plain text 
files with the results of the BFI in each of the groups. Given that the total number of 
students in G1 is not a multiple of four, one of the 11 groups was made up of three 
students. The group formation was obtained in 100 generations, with a population size 
of 2500 individuals, with a survival of 40%, and with a mutation probability of 0.01, 
which yielded an adaptation of 0.4525 in a time of 44.72 seconds. 

5.4   Experiment results 

Finally, the most important analysis was carried out on the final results of the experi-
ment, which consisted of contrasting the measurements of the experimental groups 
versus those of the control groups, seeking to verify in a basic way if there is an im-
provement in the learning process by applying the proposed technique versus the 
group formation technique based on students’ preference, traditionally used by teach-
ers when developing a collaborative activity. Next, a parallel is made between the 
experimental and control groups for each of the courses involved in the study. 

Fig. 3 shows the positive impact of the experimental treatment proposed for the 
Programming I course of the Systems Engineering Program. The results show that, on 
average, the grades obtained in the post-test by the experimental group are higher than 
those obtained by the control group. Similarly, the positive impact of the experimental 
treatment proposed for the Programming Foundations course of the Electronic Engi-
neering Program is shown. The results show that on average the grades obtained in 
the post-test by the experimental group are higher than those obtained by the control 
group. 
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Fig. 3. Experimental groups versus Control groups. 

Finally, and to provide some conclusion regarding the goodness of the proposed 
group formation technique, an analysis was carried out using the Mann Whitney U 
and Student’s t tests, used for the comparison of two independent samples; seeking to 
determine a possible statistical difference between the grades obtained by the experi-
mental groups versus the control groups, that is, a basic difference in the level of 
learning achieved by the students in the specific subject. These tests were used 
considering that the students’ grades in the Programming I course do not follow a 
normal distribution, and in the Programming Foundations course the grades do follow 
a normal distribution. 

The results of the application of the normality test are shown in Table 5, which 
were obtained using SPSS™, with a significance level of 95% and considering the 
following hypotheses: H0: the students’ grades follow a normal distribution, H1: the 
students' grades do not follow a normal distribution. The Shapiro-Wilk test was used 
considering that the corresponding sample sizes are less than 50. 

Table 5. Normality tests. 

Course Group Type Statistic df sig 

Programming I Experimental ,337 43 ,000 
Control ,514 36 ,000 

Programming Foundations Experimental ,964 32 ,362 
Control ,986 21 ,982 

 
It is observed that the sig-value in the two groups of the Programming I course is 

less than 0.05. Therefore, the null hypothesis (H0) is rejected in favor of the 
alternative hypothesis (H1), with a confidence level of 95%, that is, the students’ 
grades in this course do not follow a normal distribution. On the other hand, in the 
Programming Foundations course, the sig-value in the two groups is greater than 0.05. 
Therefore, the alternate hypothesis (H1) is rejected in favor of the null hypothesis 
(H0), with a confidence level of 95%, that is, the students’ grades in this course follow 
a normal distribution. 
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The results of the application of the Mann Whitney U test are shown in Table 6, 
which were obtained using SPSS™, with a significance level of 95% and considering 
the following hypotheses: H0: the means of the students’ grades are similar, H1: the 
means of the students’ grades are different. 

Table 6. Mann Whitney U test. 

Variable 

Group Type 

Z U p Experimental (G1) 
n = 43 

Control (G3) 
n = 36 

Mean Rank Mean Rank 
Grades 46,16 32,64 -3,417 509 ,001 

 
When comparing the experimental group G1 with the control group G3 of the Pro-

gramming I course, a p-value of 0.001 was obtained; as this value is less than 0.05, 
the null hypothesis is rejected in favor of the alternative hypothesis, with a signifi-
cance level of 95%, that is, the means of the students’ grades are different, with a 
difference of 0.7673 in favor of G2. 

The results of the application of the Student’s t-Test are shown in Table 7, which 
were obtained using the Microsoft Excel™ Data Analysis tool, with a significance 
level of 95% and considering the following hypotheses: H0: the means of the students’ 
grades are similar, H1: the means of the students’ grades are different. 

Table 7. Student’s t-Test. 

 
G2 G4 

Mean 4,5625 3,7952 
Variance 0,0566 0,2465 
Observations 32 21 
Pooled Variance 0,1311  
Hypothesized Mean difference 0  
df 51  
t Stat 7,5464  
P(T<=t) one-tail 0,0000  
t Critical one tail 1,6753  
P(T<=t) two tail 0,0000  
t Critical two tail 2,0076  

 
When comparing the experimental group G2 with the control group G4 of the Pro-

gramming Foundations course, a P-value of 0.0000 was obtained; as this value is less 
than 0.05, the null hypothesis is rejected in favor of the alternative hypothesis, with a 
significance level of 95%, that is, the means of the students’ grades are different, with 
a difference of 0.7673 in favor of G2. 

The previous statistical analysis demonstrates the positive impact of the treatment 
presented in this research in the experimental groups compared to the control groups, 
establishing that forming homogeneous groups for collaborative learning contexts 
considering the personality traits of the students, benefits their academic performance. 
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6   Conclusions 

From the results obtained, both from the methodological implementation of the pro-
posed group formation technique and from the controlled experiment described 
above, the following conclusions can be stated: 

• The measurement of personality traits through the “Big Five Inventory - BFI” 
turned out to be a practical and easy process at the time of its computational im-
plementation, which greatly facilitated the collection of the data required by the 
optimization algorithm. It is clarified that, for the study, only the purely quantita-
tive process was considered, qualitative aspects related to the personality of the 
participating students were not considered. 

• Considering that the problem of obtaining homogeneous (equitable) groups from a 
group of students where not only one but several of their personal characteristics 
are taken into account, is difficult to solve by analytical or exhaustive search meth-
ods due to the combinatorial explosion which may occur depending on the number 
of students and groups, a heuristic search method such as genetic algorithms is a 
good candidate to solve it. 

• With the results obtained through the controlled experiment, the usefulness of the 
method could be verified, since it manages to obtain quite homogeneous groups 
(considering the proposed aptitude measure) for multiple characteristics, even 
when the number of possible combinations is high, without implying high compu-
tation time. 

• As mentioned above, the homogeneous grouping has certain advantages for some 
types of learning activities, especially those that involve guided discovery, skill 
development, review of material already learned, or in highly structured skills-
building tasks, allowing students to progress at a similar rate, which is beneficial 
for the achievement of specific goals. Such is the case of the collaborative peer 
code evaluation activity, used in experimentation to support learning processes in 
initial programming courses, the context of this study. 

• It was demonstrated through the experiment that the homogeneous groups generat-
ed with the proposed technique produced better academic results compared to the 
grouping technique by students’ preference, traditionally used by teachers when 
developing a collaborative activity. 

• The grades obtained in three of the four courses are above the quantitative scale of 
4.0 / 5.0, which shows that there is an important appropriation of the specific sub-
ject by the students, at the end of the collaborative support activity. 

• In the field of programming teaching, it is necessary to involve didactic aspects 
that place the student as a central and active element of the learning process, instil-
ling in them the need for self-learning in a collaborative environment that improves 
the attitudes and study aptitudes and the group work. 
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