Model-driven development of augmented reality-based editors for domain specific languages
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Abstract. Designing visual models to describe and conceptualize objects and systems requires abstraction skills and a predisposition for visual interactions. Readily available modeling tools rely on the users’ logical-mathematical and visual-spatial abilities to support modeling design. However, they fall short of mechanisms to tap into the users’ bodily-kinesthetic abilities. This research presents a model-driven framework to automatically develop visual editors to work with Domain Specific Languages in tangible interaction environments. The framework is illustrated through the development of an editor of entity-relationship models supported by augmented reality. The editor usability evaluation indicates good acceptance by users as well as potential to support alternative interactions and to learn database concepts.
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1 Introduction

In many disciplines, modeling is an essential activity to describe and conceptualize objects and systems. Models are abstractions which illustrate entities, whether physical objects or representations of reality. They may fulfil descriptive or prescriptive purposes and be applicable to different knowledge areas [27]. In computing systems, models are used to capture and analyse requirements and to design the architecture and behaviour of software components. Domain-Specific Languages (DSLs) are essential for the communication between domain experts and software engineers [22]. These languages allow experts to establish a common and shared vocabulary for either a particular domain or several ones. DSLs are usually implemented through visual or textual tools and interaction with such tools relies on the users’ logical-mathematical and visual-spatial abilities.

According to Gardner’s multiple intelligences theory [24], human cognitive competence is a set of abilities or intelligences, which allow people to solve problems, namely: musical, bodily-kinesthetic, logical-mathematical, linguistic, spatial, interpersonal, intrapersonal, and naturalistic. While all people have these abilities, Gardner argues that the difference between individuals lays in the degree of each ability and their combination [24]. For instance, someone with a stronger musical intelligence
understands better the pitch relations and someone with a linguistic intelligence understands better the phonological features of languages. In this vein, visual and textual modelling tools often rely heavily on visual-spatial and logical-mathematical abilities, since visual editing tools involve spatial judgment, object visualization and problem solving in realistic, object-oriented environments, while text-based editors involve abstractions, reasoning and critical thinking. However, readily available software modelling tools fall short in tapping into users’ bodily-kinesthetic abilities.

New Tangible User Interfaces (TUIs) [28] enhanced by Augmented Reality (AR) [48] can deliver content based on the users’ physical movements and provide kinesthetic interactions. For instance, AR allows developers to overlay virtual objects over a physical environment and, new multi-modal interactions, such as tactile, verbal, and gestural, offer alternative means of interacting. Thus, delivering enhanced and more realistic learning experiences [38]. AR-enhanced interfaces have been successfully implemented in learning scenarios to develop skills for the understanding of visual perception, spatial expression and orientation [3, 41]. AR-based TUIs may also be relevant for the acquisition of modelling skills. In particular, tangible AR-DSL editors could support non-technical users to learn modelling skills. Additionally, TUIs can foster creative learning [12] and, along with the AR technology, facilitate creative thinking, as during purchase decisions [29].

Against this background we explore the potential of alternative model manipulation mechanisms, beyond traditional visual or textual support tools, to provide enriched user experience. We define a framework to develop AR-model editors which relies on Model-Driven Software Engineering (MDE); a well-known approach to conduct the software life-cycle process. The framework provides a systematic approach for the design and deployment of AR-model editors, a dedicated metamodel and, a number of support tools. Following a model-driven development strategy and code generation, TUIs that work with visual models are automatically generated. Consequently, users with stronger bodily-kinesthetic abilities, who have a greater appreciation of the physical world and often use gestures and body language to communicate, may find this approach more in tune with their cognitive strengths. However, in its current state, TUIs generated with the framework does not provide complete support for these abilities, and hence they are not extensively analysed in this work.

The rest of the paper is structured as follows: First, the background to MDE and multi-modal Human-Machine Interaction (HMI) is introduced. Then, a model-driven framework to create AR editors for conventional DSLs is outlined. This is followed by the description of a user scenario of the framework designed to create AR editors of entity-relationships models and a usability study. Section 5 discusses some issues related to usability, scalability, maintainability and portability of the generated editors. Finally, conclusions and future work are provided.

2 Background and Related Works

This section provides an overview of MDE, modeling languages and reviews work relevant to the application of HMI techniques, such as AR and TUI, for learning purposes.
2.1 Model-Driven Software Engineering

MDE provides principles and techniques to formalize and represent expert knowledge in domain areas. It considers models first-class citizens in Software Engineering through the promotion of model design, development, transformation and use, to undertake the software life-cycle process [9]. A particular application of MDE is Model-Driven Development (MDD) which aims to automatically generate code by developing and transforming software models and hence, reduces complexity and development efforts [61]. The use of a modeling language is essential for domain experts and software engineers to design models that accurately capture and represent software systems. DSLs are domain-expert computer languages which allow professionals to develop and describe problem solutions: source code artifacts for their own field and discipline. However, there is a notorious lack of evaluation research for DSLs, as well as studies about the effectiveness of DSL approaches [37]. A survey of the use of modeling tools among students in software engineering courses was conducted [2]. That study revealed that major weaknesses about tools include lack of feedback, being slow to use, difficulty drawing the diagrams, not interacting well with other tools and being complex to use.

Modeling languages are characterized by two main features: abstract and concrete syntax. The prior refers to the structure of the language and the latter to its specific notation. To (semi) automate software development, the operational semantics of the language may be specified through two main strategies: code generation or model interpretation. DSLs are classified according to their notation: text-based or visual. Although, visual programming languages allow developers to construct mental representations of programs quicker than procedural [46], visual programs can be harder to read than text-based ones [26]. DSLs are also classified according to their implementation mechanism: internal (embedded into a host general purpose language) or external (independent of any other language). Moreover, the use of an editor allows users to create and manipulate models with the designed language. Textual syntax editors provide features such as: syntax coloring, templates, and code auto-completion, and visual language editors: copy & paste, drag and drop, zoom, and automatic element arrangement.

There are tools to create visual and textual external DSLs. For instance, Xtext [20], JetBrains MPS [30], MontiCore Language Workbench [51], Rascal Metaprogramming Language [35] and The Spoofax Language Workbench [58] are examples of tools to create text-based DSLs. In terms of visual DSLs, open source tools include: GMF [17], Sirius [57], EuGENia [36] and Graphiti [25]; and proprietary: MetaEdit+ [33] or Modeling SDK for Visual Studio [42], among others. Constructing graphical modelling environments is a costly and highly technical task, so that an example-based technique for the automatic generation of these environments has been developed [39]. The system synthesizes a modelling environment that mimics the syntax of the provided examples of the DSL created with specific drawing tools. However, and despite the availability of frameworks for designing DSLs and their support tools, there is still some room for improvement in relation to user experience [1].
2.2 Multi-modal Human Machine Interaction for Learning

In recent years, the field of HMI has experienced an exponential growth of technologies. For instance, tactile interaction can be achieved through sensitive surfaces and haptic devices [19]; verbal, through commands and auditory tracks [6] using voice recognition and synthesis technologies; gestural, using external gadgets that recognize gestures and movements [60]; mental, via electroencephalography devices which monitor emotions, track cognitive performance, and even control objects through the training and interpretation of mental activity patterns [55]. New learning environments, based on multimodal interaction technologies, have emerged as delivery formats available to teachers and their use in e-learning experiences have a positive effect on students’ motivation and engagement [15, 49].

Similarly, taking advantage of image processing and computer vision technologies, Virtual Reality (VR) and AR are becoming increasingly prominent. While VR consists on immersing the user in a computer-generated world which replaces the real one, AR overlays virtual elements on actual views of physical environments to create a mixed reality in real time [43]. In particular, AR enhances the perception of users and improves their interactions with the real world by displaying information they cannot detect directly through their senses [4]. Immersive virtual reality environments provide users with higher levels of immersion, accuracy, and emotional empathy than a virtual reality environment that simply replicates the existing real world [32]. Other types of interfaces can enable the user to apply their intentions and actions to the virtual space directly without special devices. In these environments [7], users can interact with the virtual space with their own postures by using infrared sensors.

VR/AR technologies change the field of education, the way people learn and the way they acquire knowledge; consequently, significant transformations are needed in the development of educational experiences. For example, those technologies can be combined with haptic solutions and gamification ideas to support learning and provide diverse experiences [14]. Researchers have also highlighted the potential of AR for several learning purposes, such as explaining or evaluating topics, conducting lab experiments, playing educational games or augmenting information, among others [5]. Within the context of TUIs [21, 28], technologies that link digital data with everyday physical objects and surfaces have been used in seminal works by the MIT [40, 52]. Tangible interfaces have also been utilized to learn programming abstraction at different educational levels from school [59] to higher education [13]. Furthermore, tangible multi-touch surfaces have been explored in software development for tasks that involve software analysis [45]. Thus against this background, could tangible AR-enhanced interfaces be useful for more specific software modeling tasks?

3 A Framework for Creating Augmented Reality Editors for DSLs

This section outlines a framework that supports DSL designers to create modeling learning experiences through tangible interfaces based on AR features. The framework provides a systematic approach for the design and deployment of AR editors, a dedicated metamodel and support tools.
3.1 Method

To create AR-based domain-specific modeling tools, some steps must be undertaken:

- **Abstract syntax definition:** the first step when developing a DSL is designing its abstract syntax through concepts combination and modeling. This step is usually implemented by means of a metamodeling language [11] such as MOF, which is the standard from Object Management Group (OMG) for defining new metamodels. However, Ecore, the de-facto reference implementation of MOF, is used instead.

- **Concrete syntax design:** Once the language structure is modeled, the second step consists in designing how the language elements are going to be represented. To this end a metamodel and a support tool, to design the notation of the DSLs to be used in our AR-based editor, were developed.

- **Editor creation:** In order for the user to use the language, a dedicated AR editor is automatically generated from the abstract and concrete syntax.

- **Language semantics definition:** Finally, the meaning of the language concepts must be defined so that they can be interpreted. This step can be performed in different ways: 1. applying a model-to-model transformation to produce a new model conforming to an executable language, for example, by using the ATL [31] language and a transformation engine; 2. generating source code, for example using the Acceleo [16] template language and engine; 3. executing the input model on a virtual machine able to read and run the model.

3.2 Designing Augmented Reality Editors

The metamodel for designing AR editors for models is illustrated in Fig. 1. It is the Platform Independent Model (PIM) [34] that abstracts out the technical details of the real system and it is inspired by the flexibility of editors created with Sirius and the pragmatism of those generated with EuGENia. Its structure is defined below.

An Editor (root metaclass of the metamodel) is made up of a Layer and a Toolset. The layer presents the visual notation of the model elements and the toolset comprises the required tools to manipulate the elements.

A model is visually depicted by a set of Nodes and Edges, which in turn can include Labels and are all rendered on the real image captured by the camera of the device. Nodes can be represented by 3D Models, Geometric Shapes or 2D Images. Different Edges Styles (solid, dashed or dotted lines) and Label Styles can be used for both lines and texts. Nodes also have a containmentKind feature which allows designers to indicate how the nodes are visually contained in others. In this way, nodes can contain other nodes by using a horizontal, vertical or free embedded layout or using external links. All the virtual elements overlaid on the live image are linked to their corresponding semantic elements. To this end, nodes and text share a common property: semanticExpression; which indicates the expression to be evaluated during the representation of those graphical elements to obtain the correct semantic elements. Edges bind two nodes, so they have semanticExpression for source and destination elements. To define semantic expressions a query language, such as SQL for relational databases, AQL for EMF models, OCL for UML models, XPath/XQuery for XML
files, JPQL for relational databases in Java, or LINQ for data querying in .NET, is required. Also, elements representing nodes, edges and labels share a common feature: semanticCondition; to set visual properties depending on the status of the model elements.

Fig. 1. Augmented Reality Editor metamodel.
A toolset is composed of Tools to manipulate the model elements overlaid on the real-world environment. A tool defines a correspondence between one or more Actions and one or more operation Behaviours. In AR applications, several tracking systems can be used: Sensor-based tracking, which uses the mobile device sensors, such as GPS, accelerometers and gyroscopes, to determine the location, orientation and direction of the device; Marker-based tracking, which requires labels containing a particular pattern; or Markerless, via image recognition systems to identify a location or constructing a map of an unknown environment [23], among others. In this regard, the tools to manipulate the models work with any of the trackers described. Furthermore, the editor layer has a reference action to correctly position the model in the real world and superpose all the virtual elements on the live image.

The metamodel has been designed to also manage multiple types of interactions, such as Tactile Actions, Gesture Actions, Voice Actions, and Mental Actions. The tools are linked to a set of Domain Operations which works on top of a given semantic model. These operations allow the editors to Create or Remove instances, Set or Unset features of the instances, and so forth. Some conventions were included to reduce the number of operations to declare. For example, RemoveOperation has a constraint to define the behaviour when a created node is deleted or updated, namely, remove children on cascade, set null or doing nothing. In addition, the semantic elements on which tools are used can be restricted by defining a precondition for the source and target elements. Besides the domain operations, there are other types of Support operations for Moving or Arranging virtual elements as well as Showing the system menu and Exiting.

3.3 Tools

During the development of the tools two strategies were considered: 1. developing an app able to interpret any model definition of an AR-based editor; 2. developing a common code base and through a prior code generation step, producing the language-specific code. The first option is supposed to be more flexible and easier to maintain because re-compilations are not required to parse new languages. However, we opted for the second to obtain better performance and to allow DSL developers to include ad-hoc modifications to the look and feel of the generated apps.

An extensible AR model editor. ARE4DSL, a mobile app for Android devices, is currently available to edit models using AR features. This software is capable of supporting different DSLs as long as additional source artifacts have been incorporated beforehand. ARE4DSL is developed in C# with Unity [56] and Vuforia [47] (a common AR development kit). Like any other modeling tool ARE4DSL allows users to open, create and edit models, as well as, export and import models in XML files. However unlike traditional visual modeling tools, ARE4DSL does not provide a canvas for drawing because any real surface can become a modeling area. Thus users only have to use the device screen for typing purposes, such as writing the model name or defining the value of a given property because the application can render the visual elements associated with all the semantic elements of the models. There is no toolbox with buttons on the screen. Instead, the operations mapped to the tools execute when the camera of the device recognizes the trackers defined by the DSL designer. In addition
to these tools, a markerless auxiliary tool is provided to act as a virtual pointer on the scene. With this tool, a properties window will appear on the screen when the virtual pointer is hovering a certain element of the model.

**Generating custom editors.** The base application described above must be extended to give support to new DSLs. The abstract syntax will be defined with the standard EMF editor of Eclipse whereas the concrete syntax will be designed with a new Eclipse component specifically created for modeling AR editors (see Fig. 2). Once the abstract syntax and the concrete syntax of the language have been designed, a code generation step must be performed. To this end, an Acceleo module and a set of code templates were developed to generate the C# source code components required by the base tool to support a new modeling language. In this code, nodes and edges from the concrete syntax are mapped to *GameObjects*, the object containers of Unity to represent the visual elements. These objects enable the creation of the components to be rendered on the scene. Tools based on tracking actions are mapped to a set of targets included in a specific image database for Vuforia. Finally, during the app runtime, several C# scripts are in charge of detecting collisions among virtual elements to ensure the validation rules of the user model. The generated code has to be later placed into the *Resources/Scripts* directory of the base application. Finally, the whole source code (base app code + DSL-specific code) has to be compiled and built into the target platform, namely Android SDK by following the guidelines provided by Unity.

![Fig. 2. Tool for designing AR model editors.](image)
From the user's perspective, two Eclipse IDE plug-ins have been developed. One plug-in provides the features to model the AR-based editors according to the metamodel previously described. This plug-in generates models with .are file extension. The second plug-in extends the options menu in the contextual menu associated to the .are files to launch the code generation. At the time of writing, ARE4DSL presents some limitations, namely it is only able to support tools based on AR markers and only supports LINQ as a language for defining semantic expressions.

4 Evaluation

In the previous section a framework for creating AR editors for DSLs was described. This framework provides a method, a reference model and a set of support tools and is available at the ARE4DSL website [53]. Below, an Entity-Relationship (ER) model editor featured with AR is illustrated, as well as a usability test carried out with users.

4.1 An Entity-Relationship Model Editor Featured with AR

The technical feasibility of the framework is demonstrated by implementing the method and the tools provided for one common model in Software Engineering, widely used to model databases. Thus, this use scenario aims to show the design process required to build an editor of ER models.

Language design. The abstract syntax of this language has been designed with the EMF editor provided in Eclipse and is depicted using the Xcore [18] notation in Listing 1. According to this design, an ER model has a name and contains a series of entities and relationships. Each entity also has a name and a set of attributes. Entities that cannot be uniquely identified by its attributes are set with the weak flag. Relationships have a name and two references to the source and target entities, respectively. The cardinalities for both edges are defined through an enumerated value. Finally, attributes are defined by a name, a data type (from an enumeration), and two flags for tagging the attributes as primary keys and/or foreign keys. Note that this language does not define any link between attribute with the foreign key property and the corresponding relationship.

The concrete syntax of our language has been defined according to the metamodel of editors based on AR. Figure 3 shows a snippet of the designed model focusing on the visualization of attributes belonging to a given entity as blue (#3F6BE4) circles. Additionally, Figure 4 shows the set of actions of a tool based on an AR marker (ID 2) to trigger the creation of a new attribute on both entities and relationships. In these figures, it is noted how through the description metaproperty, DSL developers can document the elements of the concrete syntaxes.
Lst. 1. A simplified metamodel for Entity-Relationship models.

```java
class ERModel {
    contains Entity[] entities
    contains Relationship[] relationships
    id String name
}
class Entity {
    id String name
    contains Attribute[] attributes
    boolean isWeak
}
class Relationship {
    String name
    CARDINALITY sourceCardinality
    CARDINALITY targetCardinality
    refers Entity[1] source
    refers Entity[1] target
    contains Attribute[] attributes
}
class Attribute {
    String name
    DATATYPE dataType
    boolean isForeignKey
    boolean isPrimaryKey
}
enum DATATYPE {
    INTEGER = 0
    DATE = 1
    FLOAT = 2
    STRING = 3
}
enum CARDINALITY {
    ZERO_ONE = 0
    ZERO_MANY = 1
    ONE = 2
    ONE_MANY = 3
}
```

Fig. 3. Node definition for displaying attributes as colored circles.
Editor creation and semantics definition. The abstract and concrete syntax models are injected to Acceleo plug-ins to automatically generate the components to be later included in the Unity base code. As a result, an Android mobile app is produced to manage ER models (see Figure 5). A video of the running tool is available online [54]. These models can be manipulated by using a set of AR markers previously customized with meaningful printed images. These markers were set as sides of a handier cube. The cube includes markers for creating entities, relationships between entities, and entity or relationship attributes, as well as markers for removing an element, moving elements and opening the preferences window. The app was also enriched with a speech recognizer module to allow users to define the names of the model elements with their own voice. Finally, in order to illustrate further possibilities of the model-driven approach, the language semantics was added by including a model-to-text transformation in this app. This transformation automatically produces SQL database definition scripts from the ER models designed using augmented reality.

4.2 Usability Test

To assess the applicability of the generated ER model editor, a usability evaluation [50] with users was conducted to measure the effectiveness, efficiency and satisfaction with the tool.

Study design. The experience was conducted in the context of the 20th International Symposium on Computers in Education (SIIE) with a group of experts (N=11) on computer education. The participants in this study were first informed of the overall objectives of the tool and provided with general user guidelines. Then, they were tasked with developing an entity-relationship model with the tool. The participants were asked to create a model with a relationship between two entities, both of those containing two
attributes. Once they completed the task, they took a survey. The research question was therefore: how easy is it to create entity-relationship models with the tool provided?

![Fig. 5. An snapshot of the AR editor for ER models.](image)

A Google Forms questionnaire, accompanied by a consent and revocation form to guarantee the privacy of personal data, was designed for the survey. The questionnaire included profiling questions such as gender, age, education, years of experience doing modelling tasks in Software Engineering and the date when they last created an entity-relationship model. There were also 10 questions (see Table 1) related to the user experience with the tool to be answered with a five point likert scale (from strongly agree to strongly disagree) according to the System Usability Scale (SUS) [10]. In addition, free text questions were included to gather qualitative feedback.

<table>
<thead>
<tr>
<th>Question</th>
<th>Avg (std.dev.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I think that I would like to use the tool in my next modeling task</td>
<td>1.91 (1.10)</td>
</tr>
<tr>
<td>I found the tool unnecessarily complex</td>
<td>1.45 (1.20)</td>
</tr>
<tr>
<td>I think the tool is easy to use</td>
<td>2.91 (0.89)</td>
</tr>
<tr>
<td>I think that I would need the support of a technical person to be able to use this system</td>
<td>1.64 (1.12)</td>
</tr>
<tr>
<td>I found the various functions in the tool were well integrated</td>
<td>2.91 (0.70)</td>
</tr>
<tr>
<td>I thought there was too much inconsistency in the app</td>
<td>0.82 (0.46)</td>
</tr>
<tr>
<td>I would imagine that most researchers would learn to use this app very quickly</td>
<td>2.91 (0.70)</td>
</tr>
<tr>
<td>I found the tool very cumbersome to use</td>
<td>2.09 (1.37)</td>
</tr>
<tr>
<td>I felt very confident using the app</td>
<td>3.00 (0.77)</td>
</tr>
<tr>
<td>I needed to learn a lot of things before I could get going with this system</td>
<td>0.82 (0.87)</td>
</tr>
</tbody>
</table>

|                           | 2.04 (0.86) |
Data compilation and analysis. Each response was turned into a numerical score between 0 (strongly disagree) and 4 (strongly agree). Although the sample is not large (N=11), it reveals interesting results. On average (see Table 1), participants neither agreed nor disagreed (avg. 2.04, std.dev. 0.86) regarding the questions proposed. However, we can note some insights, such as the participants felt confident using the app, they did not appreciate much inconsistency in the app, and they did not need to learn a lot of things before they could get going with the system. Then, the scores were standardized and aggregated using the formula below, with odd questions are positive (P), whereas even ones are negative (N).

\[ \sum_{i=1}^{5} ((P_i \times 2.5) - 2.5) + \sum_{i=1}^{5} (12.5 - N_i \times 2.5) \]  

Concerning the research question, the average score of the usability of the tool was 67.05 with a standard deviation of 13.73 in a range from 0 (negative) to 100 (positive). This value reflects a fair/high usability grade but is close to a good usability level (70) according to the interpretation of Bangor et al. [8]. Also, in this study, gender influences the perceived usability, since the results were better for females (N 5, avg. 74, std. dev. 13.76) than males (N 6, avg. 61.25, std. dev. 11.69).

In addition to the quantitative assessments, participants were asked to provide feedback on the main strengths and weaknesses observed in the tool and suggestions for improvement. According to the users, the main strengths of the tool with regard to traditional modeling tools were its novelty and its potential to interact differently. Some of them considered it as an innovative, motivating and enjoyable software, and others perceived it as a good tool for teaching databases to novices. However, some participants considered some of the interaction gestures somewhat complicated, and others noticed the need for having a big, clear area to easily work with the system. Furthermore, one of the participants did not find AR adequate for such an abstract field as software modeling. The experts provided us with suggestions for improvement, such as avoiding pressing the microphone button for activating the voice input by using a wake word, improving response time of the app for a smoother experience and establishing a direct connection to a database management system for the automatic generation of the scheme.

5 Discussion

The main contribution of this research is to provide a framework for creating AR model editors with reduced effort. We achieve that by following a model-driven development approach. However, several issues related to usability, scalability, maintainability and portability of the generated editors must be considered.

Regarding the usability of the generated AR editors, in their current form, they may be not so friendly as mature commercial/open source modeling tools. However, we continue working in polishing their interfaces to create a richer experience from user feedback we gathered. AR editors provide with a style of interaction used in a standard 2D editor, but in a 3D space. This is because the current implementation only works
using AR trackers, with one of them representing a virtual pointer on the scene. However, the framework for the automated generation of AR editors allows DSL designers to define more diverse interaction mechanisms, such as voice-based actions and hand gestures. Thus, users can leverage some of their bodily-kinesthetic abilities.

We have presented an evaluation scenario consisting on the development of an AR-enriched ER editor consisting of a few models in a learning scenario. However, in realistic scenarios users can deal with larger models. Regarding the possible scalability issue with more complex scenarios, even for common 2D DSL editors it is laborious to deal with large models. To cope with that issue, we are working on a solution based on filters, which are well-known capabilities in several visual tools. Filters can be enabled or disabled dynamically by the user to show or hide certain elements so that he/she will be able to do it through alternative interaction modes, which is an advantage over what regular visual tools provide to manage complex models.

Another aspect of the generated editors is related to their maintainability. Since we opted for a code-generation step from a model instead of using a model-interpretation strategy, the code obtained can be later programmatically adapted to particular users’ needs.

Finally, novel AR engines such as ARKit or ARCore are emerging to create richer experiences. The current implementation of ARE4DSL uses the Vuforia AR engine, however, it can be migrated without much effort, since the method and the PIM model described in this paper are agnostic of the low-level technology used.

6 Conclusion

Bodily-kinesthetic abilities are not currently supported in common modeling tools. Nowadays, model editors for both general and domain languages rely only on the visual-spatial and logical-mathematical abilities of users. This research promotes the development of tangible modeling user interfaces, which take advantages of multimodal interactions and AR. Since the above technologies have already been successfully used for educational purposes, tangible DSL editors can also help users with different learning styles to train their modeling skills.

This paper presents a framework consisting on a systematic method, a metamodel for defining multi-modal editors and some supporting tools. The method adapts the general phases of DSL development to follow a model-driven process namely: abstract syntax definition with Ecore; concrete syntax definition with the new metamodel proposed; editor generation with the ARE4DSL tool; and optionally, definition of the language semantics. As a result, DSL designers will be able to design the model editors to be run on mobile devices without any concern about low-level details of the technological stack. The framework has been only used for developing editors for two kinds of models in Software Engineering: state machine models and entity-relationship models; which may be a concern regarding its validity.

A usability test was conducted on the entity-relationship model editor that was developed with the framework proposed in this work. The study shows that, despite some limitations, the tool has potential to support the teaching of modeling and work with entity-relationship models in an innovative way. The perceived usability was
fair/high and is better appreciated by females and people with more experience in modeling tasks. The SUS, a reliable and common tool to measure usability, was used to ensure the construct validity of our test. In addition, the internal validity is guaranteed by the use of simple techniques and visual representations for the analysis of the data. There are no apparent threats to the external validity of the study because the presented findings are not conclusive nor generalisable due to the small sample, requiring hence the replication of the study with more users as well as performing a deeper heuristic evaluation.

In addition to the expected usability improvements identified after the evaluation, the ARE4DSL tool will be extended to support other interaction methods –already considered in the framework, such as the verbal and gestural ones, by leveraging the background acquired during the development of VEDILS, a visual tool for generating multimodal applications. Additionally, a migration tool to transform existing visual DSLs created with GMF or Sirius into AR-based alternatives will be developed. Having a development environment which helps users to edit models is essential to improve modeling abilities and boost productivity. Thus, tangible DSLs enhanced with AR or VR features can support software modeling tasks.

**Availability of data and materials.** The support tools provided with this paper and the datasets generated and analysed during the current study are available at the ARE4DSL website (https://github.com/spi-fm/ARE4DSL). The Google Forms questionnaire for the survey is available at [https://tinyurl.com/y8mclu5p].
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