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Abstract.   In  this  paper  we  describe:  a)  the  participatory  evaluation  and 
grading  (PG/E) method - principles and algorithm - that has been implemented 
within the on-line learning environment LIFE in two, untrusted (UPG/E) and 
trusted (TPG/E), versions; b) the outcomes of its use as part of the activities 
carried on to retrain K12 and high school teachers. The analysis of the outcomes 
of this case study - preliminary to the transfer of the method into the schools -
evidenced  a  high  level  of  appreciation  and  acceptance,  as  well  as  some 
indications for further improvements.
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1   Introduction

Peer reviewing -  i.e.  the evaluation of a work operated by people owning similar 
competences (peers) of the author/s, often called also peer evaluation - is considered 
by the members of scientific communities as one of the engines of the continuous 
growth of our knowledge and, in fact, when sustained by an ethical attitude (mainly of 
the  peers),  it  leads  to  a  rapid  improvement  of  ideas  and  an  opening  up  of  new 
perspectives. It can be considered a social practice, self-sustained by the contribution 
of  all  members  of  a  given community,  but  unfortunately it  is  not  fully  free from 
malpractices These latter are often induced by the desire to generate control groups, 
achieve prominent positions in the society and/or by the stiff competition to access 
grants. Luckily nowadays one has the possibility to detect such malpractices, as well 
as the plagiarism, in a quite short time with a detection probability that increases with 
the  extension  of  all  dimensions  involved  in  the  process  -  number  of  people, 
geographical and time extensions, etc.  - and with the continuously increasing power 
of the searching engines available on internet.    
Despite  of  the  problems  mentioned  above,  from  a  pedagogical  perspective  peer 
evaluation  -  possibly  including  also  a  peer  grading  (PG/E:  peer  evaluation  and 
grading)  -  is  believed  capable  to  strengthen  the  educational  process  and  provide 
advantages that are by far much larger than its cons (see for example ref. [38] and 
references therein). Because of this, since more than two decades peer evaluation is 
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experiencing a  growing interest  among educators  and researchers  [1-7,  32-35 and 
references therein]. Indeed peer evaluation and grading is believed by the greatest 
part of the scholars to foster the acquisition of:
a) an important amount of LIFE skills [41] considered very relevant for the XXI 

century education; LIFE skills can be grouped, as shown in [8],  in individual, 
social and management skills and include critical analysis and understanding, self 
confidence, autonomy, self-motivation, ethics and respect, reliability, performance 
monitoring, ability to judge, etc.; 

b) the ability to evaluate and self-evaluate her/his own learning path (also useful for 
lifelong learning [31]) and self-regulation [9].

PG/E is also believed capable to augment the individual level of employability [30] 
and to improve learning performances [26-28, 36-37]. 
Moreover,  in the case of very large classes -  e.g.  crowded university courses and 
MOOCs - the application of social reviewing practices (like peer reviewing) implying 
the sharing of  the efforts  among all  actors  of  the learning process,  is  believed to 
represent a possible, if not the only, way to assure scalability of learning processes 
and of the associated evaluation activities with the increasing number of the students 
[10]. Actually, the reduction of the tutors/teachers efforts will be achievable only if 
peer  reports  would  achieve  a  reasonable  quality  level,  would  be  trustable  and  of 
course if, at the same time, cheating is contrasted by effective actions. 
These are the reasons why many scholars have focused their  efforts  in producing 
systems and algorithms able to determine the reliability of reports and reviewers and 
to assign the most suitable peers [1, 11-14], e.g. by studying variance, correlation 
between teacher and students grades, by using fuzzy logic, etc. However, although the 
intelligence of the algorithms used is increasing with the time, it is still quite difficult 
to assure the trustability of the reports [15], especially when peers have to evaluate 
open essays or when they have to monitor and evaluate complex learning activities 
and processes. In fact, less deterministic are the outcomes expected from a learning 
activity, more blurred its focus and larger the dispersion of the grades (even when a 
detailed  rubric  is  provided  [16,  17])  so  that,  in  some  cases,  the  number  of  tests 
required to achieve a reasonable level of trustability may increase well above any 
manageable  figure.  Most  of  the  educational  settings,  thus,  because  of  the  limited 
number of students, are not suitable for the application of automatic approaches to 
assure a trustable peer evaluation and grading.
Peer evaluation and grading,  however,  are pedagogically relevant  for  all  learning 
settings  and  processes  and  promise  to  contribute  to  improve  the  quality  of  the 
evaluation and feedback [29] in any kind of learning setting. There exist, thus, good 
reasons  to  undertake  an  effort  to  design  and  implement  trustable  peer  reviewing 
processes applicable also in cases of small and medium size classes, open essays and 
complex activities, i.e. the elements characterizing the learning setting considered in 
this work. Because of this, few years ago, we started a research program that, instead 
of  focusing  on  the  development  of  algorithms  capable  to  determine  the  level  of 
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trustability of a report, aims at implementing a different approach capable to make 
peer evaluation and grading usable in any learning setting. We called its untrusted 
form participatory evaluation and grading  (UPG/E) [18,19],  while when the trust 
level of peers is taken into account we called it trusted participatory evaluation and 
grading (TPG/E) [21]. It is worthwhile to stress that both differ from the so called 
participatory examinations [20].
In the following, first we describe briefly UPG/E and TPG/E algorithms and, as well, 
the process to carry on UPG/E and TPG/E within the on-line learning environment 
LIFE [22]. Then we report on the use of this method as part of the activities realized 
to re-train K12 and high school teachers.

2   UPG/E and TPG/E: principles and algorithms

Since the pedagogical background that inspired the development of UPG/E and TPG/
E approaches has been already extensively described in [18,21] in the following of 
this sections, we provide the reader with a short summary of the main cues involved 
in  their  development  and  describe  in  details  the  algorithms  that  have  been 
implemented.
First of all it is important to stress that the UPG/E, unlike the peer evaluation and 
grading (PG/E), considers also the grade given by the teacher/tutor’s, Tg. This latter is 
taken as a starting reference against which one can measure the ability of the students 
to  evaluate  themselves  and  their  peers.  Of  course  we  are  fully  aware  about  the 
impossibility  to  define  an  absolute  reference  but  the  participatory  nature  of  the 
procedure is expected to mitigate the influence of any starting reference on the final 
grade. 
Concretely the approach requires to work out the mean of the peers’ grades and use it 
to correct the teacher/tutor’s grade. In practice, one has to take the difference between 
the mean of the peer grades and the teacher/tutor grade and add it to this latter, after a 
weighting procedure, where the weight - w1 or w1’ - allows to take into account the 
sign of the difference: w1 if positive and w1’ if negative. The weight w1 and w1’ may 
coincide or be different, usually w1’ is lower than w1 to realize a procedure more 
favorable to the students. Summarizing:

[∑n|(Tg-Spgn)|/n]*w1(or w1’)

where Spgn is the grade assigned by the nth peers and n the number of peers that 
evaluated the work.
Of course the teacher's grades are not known by students, who are only aware of the 
mechanism used to determine the final grade.
As stated in par. 1 the adoption of a peer evaluation should support the acquisition of 
a set of skills that usually are not owned by students. Because of this, in fact, it is not 
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unusual to come across students’ evaluation and grading more or less influenced by 
sympathies and antipathies toward their peers, or compiled in a superficial manner 
due to the hurry to close the task. Such deprecable behaviors require the elaboration 
of a strategy to contrast them and, thus, we have introduced the following factor 

± {[∑n’|[(Tgn’)-(Sgn’)|]/[(∑i ∑n’|(Tgi n’)-(Sgi n’)|/i]}*w2(or w2’).

It allows to work out the sum of the absolute value of the difference between the 
grades assigned by a given student to their peers, Sgn’, and those given by teacher/
tutor  to  the  same peers,  Tgn’.  This  difference  is  then divided by the  mean of  the 
absolute value of all distances among the grades assigned by all i students to their 
peers and those given by teacher/tutor to the same peers. When the ratio is higher that 
a given threshold, Th, the sign minus (-) is taken to produce a negative feedback. The 
overall result is that a negative quantity, weighted with a weight w2, is subtracted to 
the student grade. 
On the other hand, to make the procedure more appealing for the students, also a 
mechanism to reward the best  performances has been provided: when the ratio is 
lower than Th, the sign plus (+) is taken to produce a positive quantity to be added to 
the student grade, after weighting with a weight w2’. The weight w2 and w2’ may 
coincide or be different, usually w2’ is greater than w2.
In the first version of the UPG/E [18,19] Th was taken as a portion of the standard 
deviations of  the distribution of  the distances among the grades assigned by all  i 
students to their peers and those given by teacher/tutor to the same peers. A choice 
that was justified by the fact that usually a data set composed by independent items is 
expected to distribute normally around its mean value. Later, however, we realized 
that  such choice may cause problems in presence of  systematic  errors  (e.g.  when 
students might all agree to assign to their peers grades that do not differ very much 
among them but that are much higher than those assigned by the teacher/tutor). As a 
consequence we decided to modify, as described above, the procedure and introduce 
the threshold value Th [21].
Finally, a third factor, was introduced to account for the ability of the students to self-
evaluate her/his own work. The logic adopted to define this factor is the same used in 
the case of the second factor. 

± {[|Tg-Sgself|]/[(∑i|(Tgi)-(Sgself i)|/i]}*w3(or w3’)

The only differences are that: a) the numerator considers only the absolute value of 
the difference between the grade assigned by a given student to its own work, Sgself, 
and that given by the teacher/tutor, Tg; b) the sum in the denominator runs only on the 
number of the student i.  
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As for the second factor we have to define a threshold, Th’, that determine the sign 
taken by the expression and, as well, two weighting factors that, again, may coincide 
or be different, w3 and w3’. Usually w3’ is greater than w3.
The  combination  of  these  three  factors  produces  a  very  robust  algorithm that  in 
principle, as shown in previous studies, allows also to drop the anonymity required by 
the double blind reviewing process without affecting the overall results [18,19]. The 
final grade, G, is obtained by modifying Tg, the teacher/tutor grade, according to the 
following formula:

G = Tg + [∑n|(Tg-Spgn)|/n]*w1(or w1’)
± {[∑n’|[(Tgn’)-(Sgn’)|]/[(∑i ∑n’|(Tgi n’)-(Sgi n’)|/i]}*w2(or w2’)
± {[|Tg-Sgself|]/[(∑i|(Tgi)-(Sgself i)|/i]}*w3(or w3’) (1)

There  are  no  universal  guidelines  to  define  weights  and  thresholds,  however,  as 
already reported in previous works [21], as rule of thumbs, we usually set weights and 
thresholds in such a way that the mean gain for students (i.e. the average increase of 
G with respect to Tg) is slightly greater than 10% (14% in this case study, see table 2). 
This because you have to provide a win-win perspective to encourage students to take 
part and be seriously involved in the UPG/E (as shown also in [40]). Such approach, 
depending on the cohort, may leads to a maximum individual gain ranging between  
20% and 25% and a maximum loose ranging between 5% and 20%. Looses, however 
occurs only for a very limited number of students (few unities). In our multi-annual 
use of the UPG/E (since a.y. 2009-2010): (i) w1 ranged from 0.2 to 0.3 (0.3 in the 
present case study) while w1’ has been always set to 0.1; (ii) w2 and w2’ have always 
been  set  to,  respectively  0.5  and  0.125;  (iii)  w3  and  w3’ experienced  the  larger 
variability, depending on how much the students tend to overestimate their own work, 
and usually range respectively between  0.5 and 0.1 (0.2 in the present case study) and 
0.25  and  0.05  (0.1  in  the  present  case  study)  with  their  ratio  maintained  always 
around  2;  (iv)  the  value  of  the  thresholds  Th  e  Th’ have  been  always  taken, 
respectively, as the value of the ratio of [(∑i ∑n’|(Tgi n’)-(Sgi n’)|/i] and [(∑i|(Tgi)-(Sgself 

i)|/i] (see(1)) minus a bonus that ranged between 1 and 0.5 (0.5 in the present case 
study); (v) in addition, sometimes, we have also introduced a penalty to discourage 
the failure to deliver the peer evaluations.

Despite the robustness of the algorithm, we detected a lack of trust by the students in 
their  peers  and,  as  well,  of  confidence  in  themselves.  Such  feelings  have  been 
observed also in [10, 23, 39] and are not unexpected. In fact much the same as in the 
practices of scientific peer review, it may happen also to students not to trust in their 
peers or feel  themselves inadequate to review a given work.  However,  differently 
from the scientific peer review procedures where you can kindly reject the assignment 
if you do not feel appropriate, in the participatory evaluation and grading students  
cannot  refuse  their assignments and,  thus, are forced to face with their own level of
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Fig. 1. Screenshots taken from LIFE to show how UPG/E and TPG/E procedures have been 
implemented in the on-line learning environment (for sake of simplicity only the most relevant 
functionalities have been shown in the figure).
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understanding  of  the  subject  and  with  the  responsibility  to  contribute  to  the 
determination of the grade of their peers and, as well, of their own grade. A sense of 
inadequacy can possibly explain the tendency of the students to be stricter with their 
best peers and more generous with the weakest ones, as shown by the comparison 
with teacher/tutor grades [25].
Due to these observations we have developed a “trusted” version of the “participatory 
evaluation and grading”, TPG/E where students are asked to rate, anonymously, the 
level of trust they have in each of their peers, using a value ranging from 0 to 1. 
Students are free not to rate those peers that they do not think to know well enough. 
All values are then averaged to produce the mean trust level that the community of 
students have in each one of its member, Trust_in. These values, then, are used to 
weight the grades assigned by the peers within the first corrective factor of formula 
(1):

[∑n|(Tg-Spgn*Trust_in)|/n]*w1(or w1’)
 
As a consequence the modified algorithm to be used in a TPG/E is the following:

GT = Tg + [∑n|(Tg-Spgn*Trust_in)|/n]*w1(or w1’)
± {[∑n’|[(Tgn’)-(Sgn’)|]/[(∑i ∑n’|(Tgi n’)-(Sgi n’)|/i]}*w2(or w2’)
± {[|Tg-Sgself|]/[(∑i|(Tgi)-(Sgself i)|/i]}*w3(or w3’) (2)

Actually if the learning process contemplates more than one TPG/E run, then, one 
could improve further the algorithm by including a corrective mechanism that takes 
into  account  the  individual  evaluation  and  self-evaluation  performances  and, 
accordingly, redetermine the initial individual level of trust, to obtain a more accurate 
value of  Trust_in.
The overall effect of using UPG/E or TPG/E algorithms and approaches was quite 
positive as demonstrated, for example, by the improved students’ ability to evaluate 
and self-evaluate their works. In fact we observed a progressive decrease of the mean 
distance between students’ grades and teacher/tutor grades: in the best case,  during a 
course of Physics [18], we observed an initial mean distance of 64% and a final mean 
distance of 5% that was achieved in three UPG/E runs. Readers interested in further 
details and analysis are referred to [18,19].

3   Carrying on UPG/E and TPG/E in LIFE

The  algorithms  and  the  process  have  been  fully  implemented  within  the  on-line 
learning environment LIFE [22], as part of its test module. LIFE, in fact, is a modular, 
multilingual,  community-based  learning  environment  that  has  been  designed  to 
support design based processes and that implements a certain number of advanced 
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analytics [18]. It has been realized in PHP, uses a MySQL database and is available as 
open service, upon request.
To start an UPG/E or TPG/E you are requested, as first step, to store in the archive the 
questions out of which you want to compose your test. Then, you have to define all 
test parameters - e.g. the number of the peer reviewers, time window allocated to the 
process,  etc.  -  and  finally  you  can  start  the  process  and  enable  the  students  you 
selected to take part in the participatory evaluation and grading process.
Once enabled, students can answer the questions and attribute anonymously the level 
of trust to their peers (TPG/E). A control board, see fig. 1, allows the teacher/tutor to 
follow the process and check for the assignment of the trust rating, in order to solicit 
the laggards. In case of mistakes occurred during the input the rating process can be 
re-opened either upon student request  or  because of the detection of an abnormal 
situation.  As a variant  of  the process the rating of the trust  level  can be disabled 
(UPG/E).
Once that the deadline to insert the answers has expired the teacher/tutor is enabled to 
assign  randomly  the  peer  evaluators.  If  needed,  a  manually  refinement  of  the 
assignments is allowed. When the peers assignment has been confirmed (a check box 
should be checked) all, teacher/tutor and students, are allowed to insert their written 
feedbacks and grades (evaluation of peers’ work and self-evaluation). Again, in case 
of input mistakes, much the same as in the case of the trust rating, the insertion of 
feedbacks and grades can be re-opened.
Finally  the  teacher/tutor  has  to  insert  the  values  of  all  weights  and  parameters 
required by the algorithm described in the previous section. The final grade, then, is 
automatically calculated by the LIFE module and displayed in the control board, see 
fig.1. When the TPG/E (or UPG/E) has ended the teacher/tutor can enable students to 
visualize both grades and/or textual feedbacks, given by either the teacher/tutor and 
peers. No rebuttal procedure is allowed at present.

4    Peer  evaluation  and  grading  in  action  as  part  of  teachers 
training

4.1 Training frame of reference    

We are deeply convinced that the acquisition of an adequate evaluation literacy, and 
as  well  of  LIFE skills  (see  par.  1)  should  start  at  K12  school  and  progressively 
develop along high school and university attendance. Accordingly we have decided to 
include the peer evaluation and grading within the set of activities proposed by the 
courses organized at the University on behalf of the MIUR (Ministry of Education 
and Research) to retrain K12 and high school teachers having at least three years of 
teaching  experience.  Unfortunately  such  course  suffered  from  a  quite  critical 
organization and required to the attendants a concentrated effort in parallel to standard 
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school  and  family  duties.  Because  of  this  we  decided  to  propose  participatory 
evaluation and grading as a voluntary activity to be carried on almost at the end of 
the  training  process.  Although  such  training  process  will  be  fully  described  in  a 
forthcoming paper we wish to summarize briefly here below the sequence of activities 
that have been proposed to the participants. They were part of the module focused on 
the design of technology enhanced educational processes, aimed at fostering also the 
acquisition of an adequate design literacy: a) participation in a preliminary surveys 
based on a set questionnaires; b) 8 hours of introductory face-to-face lectures;  c) 5 
collaborative  (between  15  and  25  participants  per  group)  web  explorations  and 
brainstormings  focused  on  the  transformation  that  each  component  of  a  learning 
ecosystem - spaces, contents, competences, processes, monitoring and evaluation - is 
undergoing due to the irrepressible technological development of the last 10-15 years; 
d)  elaboration  of  SWOT analysis  and  matrices  to  resume the  outcomes  of  the  5 
brainstormings;  e)  intergroup  brainstormings  on  the  outcomes  of  the  groups’ 
brainstormings;  f)  elaboration of  a  short  essay (see  below);  g)  voluntary  activity: 
participatory evaluation and grading of the essays; h) voluntary activity, design of a 
participatory evaluation and grading process to be carried on with the students  at 
school; i) participation in a final survey  based on a questionnaires; l) debriefing about 
the  training  experience.  Usually,  as  part  of  the  training  processes  we  design  and 
deliver,  we  use  to  involve  participants  also  in  tasks  aimed  at  stimulating  their 
creativity (e.g. between task (e) and task (f)) but this was not the case due to the 
shortage of time.
The proposal of participatory evaluation and grading as a voluntary activity allowed 
also to filter out K12 and high school teachers who were not motivated enough, i.e. 
teachers  who  were  attending  the  retraining  course  only  to  obtain  the  needed 
certification. As a results only 12% of the teachers attending the retraining course 
decided to experience also participatory evaluation and grading activity, that is 56 
teachers belonging mainly, but not exclusively to the so called classes A043 (Italian, 
Geography and History for K12 schools) A050 (Italian for high schools), A061 (Art 
History for high schools). Overall the percentage of voluntary participation is not so 
unexpected since it correspond to that of innovators that one may encounter in the 
Italian  schools.  Somewhat  surprising  is  the  absence  of  teachers  belonging  to  the 
scientific classes, but along the years we experienced their quite strong conservative 
attitude and resistance against innovation and usage of on-line learning technologies. 
For example, in our experience, Math teachers tend to act against the penetration of 
collaborative approaches and new technologies into the learning processes, with the 
exception of the geogebra software.
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4.2 The participatory evaluation and grading process    

To take part in the participatory evaluation and grading activity, the participants have 
been requested to produce, in one week, a short essay, no longer than two A4 pages. 
The  participants  had  the  possibility  to  choose  the  theme of  the  essay  among the 
following two: a) a technology enhanced learning process: organization, supporting 
tools,  objectives and expected results  (“learning process” in the Group column of 
tables  1  and  2);  b)  a  technology  enhanced  evaluation  process:  identification  of  a 
competence and description of the monitoring process aimed at assessing and self-
assessing its acquisition (“evaluation” in the Group column of tables 1 and 2). The 
participants were asked to take into account and make use of the outcomes of the 
brainstormings. Following their choices, participants were grouped in 4 homogeneous 
groups  (composed  by  teachers  belonging  to  the  same  teaching  class:  overall  40 
participants)  and  2  heterogeneous  groups  (composed  by  teachers  belonging  to 
different teaching classes: overall 16 participants). The number of the group members 
ranged from 6 to 16. The 4 homogeneous groups took part in a TPG/E while the other 
2 groups, due to the lack of mutual acquaintance, took part in a simple UPG/E. Once 
that  all  short  essays  were  uploaded  the  participants  had  5  days  to  produce  their 
double-blinded reports: 3 peer evaluations and grading and one self-evaluation and 
grading.  No  one  of  the  participants  had  previous  experience  with  the  proposed 
evaluation  and  grading  method  and  only  5% of  the  participants  had  experienced 
previously peer-assessment with their students, although in quite rough manner.
At the end of the evaluation process results have been disclosed and, as written above, 
a questionnaire has been distributed and a final debriefing organized. 
After the participatory evaluation and grading experience, always on voluntary basis, 
teachers have been asked to work in small group to design a peer-grading/evaluation 
process  to  be  delivered  in  their  classrooms.  This  aspect  of  the  training  process, 
however goes beyond the purpose of this work and will be discussed in a forthcoming 
paper.

4.3 Outcomes: trust level and grading     

As described above, the members of the 4 homogeneous groups were required to rate 
the trust level they had in their peers. Means, standard deviations and range of the 
rated values, reported in Tab. 1, are fully in line with those reported in [21] except for 
group A061. 
Because of this, at first glance, one may induced to think that the participants have 
reached a considerable degree of confidence with their peers, equivalent to that of 
students attending the third year of a bachelor course (students at the first year tend to 
rate the level of trust in their peers with a considerably lower value). In turns it may 
also means that the overall learning process was quite successful because it succeeded 
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in creating very cohesive communities. Even too much, if one considers the figures 
characterizing group A061. This latter, in fact, is a group within which each member 
seems to trust fully in all the others. Actually it represents a borderline case, we have 
never faced before, where the effect of the trust factor is overwhelmed by that of the 
group  cohesion,  so  that  all  reports  assume  the  same  relevance  (no  effect  of  the 
weighting procedure).

Tab. 1. Mean Trust_in values (standard deviation in brackets) calculated by averaging Trust_in 
rates attributed by all participants belonging to the same groups (first column: in brackets the 
number of the participants). Last column: range of variability of the rated Trust_in level within 
each single group.

However, if we examine more in depth the data and try to correlate the mean values 
of the trust level characterizing each participant with her/him evaluation performance 
we get Fig. 2 that, diversely from what we have observed in [21], does not show any 
relevant meaningful correlation, R=0.12. This means that the each-other frequentation 
occurred during the retraining course - actually few months - was not long enough to 
achieve a sufficient mutual knowledge. As a consequence we have to conclude that 
the values of trust were possibly influenced by professional camaraderie. The only 
exception is represented by group “A043 Learning Process” for which the correlation 
between  trust  levels  rated  by  the  peer  and  the  evaluation  performances  is  quite 
evident, see Fig. 3: R=0.65.
As  far  as  grades  assigned  by  the  participants  to  peer  and  to  themselves  (self 
evaluation)  we  observed,  as  usual  for  the  first  experience  with  participatory 
evaluation and grading [18, 19, 21], an over-evaluation of the peers (ranging from 
25% to 51%) and an over self-evaluation (ranging from 19% to 73%) with respect to 
teacher/tutor evaluations (Tg). The worst performances were those of the two A043 
groups with over-estimation percentages very similar to those of university students at 
their first  experience with T participatory evaluation and grading.  The group that 
performed at best were the mixed groups and A050 group.

Group Mean_Trust_in Range

A050_Evalua*on	  (6) 0,74	  (0,09) 0,60	  ÷	  0,85

A043_Evalua*on	  (16) 0,78	  (0,07) 0,70	  ÷	  0,95

A043_LearningProcess	  (11) 0,71	  (0,07) 0,60	  ÷	  0,85

A061_LearningProcess	  (7) 0,95	  (0,02) 0,93	  ÷	  0,98
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Fig.  2.   Individual  evaluation  performance  (measured  as  the  normalized  distance  in  the 
evaluation of peers and in the self evaluation with respect to the grades given by the tutor’s, Tg, 
see formula 1 and 2) vs. mean trusted level rated by peers

Fig. 3. Individual evaluation performance vs. mean trusted level attributed by peers. Only for 
group “A043 Learning Process”
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As far as G, final grade worked out according to the peer evaluation and grading 
algorithm, we can observe that  the mean grade does not  change very much from 
group to group, with a range of variability equal to 13% of the full scale, and so do 
standard deviations that are very similar for all groups. Again not all groups shown 
identical behaviors: we observed, in fact, that the members of some groups tended 
systematically to grade the essays of their peers higher than tutor/teacher while for 
other groups the grade values were more balanced and distributed around those given 
by the tutor/teacher.

Tab. 2. Mean grade and standard deviation characterizing each group (in brackets the number 
of the participants), together with its internal grade of variability (Range). Last column: average 
increment of the grade (%) observed in each group with respect to the grade given by the tutor.

In any case the evaluation performances of the participants show a strong correlation 
(R=0,58) with the test  performances,  see Fig.  4.  This  correlation is  even stronger 
(R=0,85) when the grade given by the tutor/teacher are modified according to the 
outcomes  of  the  peer  evaluation  and  grading  process,  a  result  that  shows  how a 
participatory process can contribute to the improvement of the grading.
Fig. 4, thus, confirms a trend that was already observed by the author in a completely 
different learning setting [21]. This figure also shows that although some participants 
may  get  their  grade  decreased,  the  largest  part  of  them,  due  to  the  win-win 
mechanism, gained  a  bonus that ranges between 3% and 21% of the tutor/teacher 
evaluation, see also Table 2.

Group Mean_grade Range Mean	  
gain	  %

A050_Evalua*on	  (6) 0,79	  (0,30) 0,23	  ÷	  1,09 3

A043_Evalua*on	  (16) 0,66	  (0,33) 0,0	  ÷	  1,29 15

Mix_Evalua*on	  (10) 0,73	  (0,27) 0,34	  ÷	  1,08 13

A043_LearningProcess	  (11) 0,68	  (0,26) 0,24	  ÷	  1,07 13

A061_LearningProcess	  (7) 0,78	  (0,26) 0,39	  ÷	  1,02 21

Mix_LearningProcess	  (6) 0,70	  (0,30) 0,21	  ÷	  1,00 17
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Fig. 4.  Individual evaluation performance vs. test performance. Comparison between tutor /
teacher grade (open square)  and final grade, G, (black dot).

4.4   Questionnaire Outcomes

At the end of the participatory evaluation and grading  activity and of the overall 
retraining process we have requested to the participants to fill anonymously a couple 
of on-line questionnaires. 
For all questions related to the participatory evaluation and grading, see Table 3, we 
used a 1 to 5 scale with the exception of one question for which we used a 0% to 
100%  scale.  For  all  questions,  participants  had  the  possibility  to  enrich  the 
quantitative  evaluation  with  a  comment  and,  thus,  to  add  considerations  also  on 
aspects not covered by the proposed questions.
Overall the participants have been very positive with  TPG/E  and UPG/E, much more 
than students [21] by at least 20%-30% of the full scale. They think that it helps to 
feel more involved in the training process and to acquire higher responsibility and 
ethical behavior (in particular with respect to peers). Slightly to a less extend they 
think that participatory evaluation and grading can also foster content deepening and 
meta-reflection. Much the same as the students, they think that TPG/E and UPG/E are 
demanding activities.
The participants of this case study - K12 and high school teachers - still think, after 
the  experience,  that  tutor’s  evaluation  and  grading  are  more  reliable  than  theirs 
(mainly due to a larger experience and a better vision of the overall didactic process) 
but to a less extend with respect to university students (around 10% less of the full 
scale). They think that their reports should be weighted at 60% ± 35% of the tutor’s 
reports, i.e. that one should use a value of w1 egual to 0.6. Actually we used w1 = 0.3, 
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a value that it is, anyway, within one standard deviation from teachers’ expectation. In 
the case of students we got a weight expectation of about 35% ± 15%. while we used 
w1  =  0.2;  a  value  that  was  again  within  one  standard  deviation  from  students’ 
expectation.

Tab. 3. Outcomes of the questionnaire: mean values and standard deviations. A 5 levels scale 
has been proposed for all questions, with the exception of one question where a percentage 
scale,  0%-100%, has been used.

Coherently the above outcomes teachers think, although to a less extend with respect 
to  university  students,  that  the  introduction  of  the  trust  rating  procedure  and  the 
redefinition of the trust level with the evaluation performance of the participants can 
improve the trustability of the overall process. On the other hand, like students, also 
teachers think that the availability of a detailed rubric would have been very useful to 

Ques5on Mean	  ±	  SD

How	  much	  have	  you	  enjoyed	  the	  par*cipatory	  grading/evalua*on	  	  (PG/E)? 4,1	  ±	  0,9

How	  much	  PG/E	  allowed	  you	  to	  self-‐assess	  the	  level	  of	  your	  prepara*on	  with	  
respect	  to	  the	  content	  of	  the	  training	  course	  ?

3,5	  ±	  1,0

How	  much	  PG/E	  s*mulated	  you	  to	  deepen	  the	  content	  of	  the	  training	  course	  
(e.g.	  iden*fy	  	  gap	  in	  understanding,	  weaknesses	  of	  your	  work	  and	  mi*gate	  
them)	  	  ?

3,8	  ±	  0,9

How	  much	  PG/E	  made	  your	  feel	  more	  involved	  in	  the	  training	  process	  ? 4,1	  ±	  0,9

How	  much	  PG/E	  helped	  you	  to	  acquire	  a	  higher	  level	  of	  care	  towards	  your	  
training	  process	  	  ?

4,3	  ±	  0,9

How	  much	  PG/E	  helped	  you	  to	  acquire	  a	  higher	  level	  of	  care	  towards	  your	  
peers	  ?

4,2	  ±	  0,9

How	  high	  is	  the	  effort	  required	  for	  PG/E	  ? 4,0	  ±	  0,9

In	  your	  opinion	  how	  much	  the	  teacher’s	  grades/evalua*ons	  are	  more	  reliable	  
than	  those	  formulated	  by	  your	  peers	  ?

3,4	  ±	  1,2

How	  much	  the	  use	  of	  the	  level	  of	  “trust"	  to	  weigh	  the	  grades	  given	  by	  your	  
peers	  makes,	  in	  your	  opinion,	  PG/E	  more	  reliable?

3,3	  ±	  1,1

How	  much	  the	  grades	  you	  gave	  should	  be	  weighted	  with	  respect	  to	  those	  
given	  by	  the	  teacher	  ?	  

60%	  ±	  35%

In	  your	  opinion,	  how	  much	  an	  upgrade	  of	  the	  trust	  level	  given	  to	  your	  peers	  as	  
a	  func*on	  of	  their	  evalua*on	  performances	  will	  make	  TPG/E	  more	  reliable	  ?	  

3,1	  ±	  0,9

How	  much	  would	  help	  a	  rubric	  to	  give	  your	  grades	  ?	   4,3	  ±	  0,9

Interaction Design and Architecture(s) Journal - IxD&A, N.30, 2016, pp. 115-132



express more reliable judgments in a shorter time. This is also the main concern that 
emerges from the comments that on all other aspects are, in general, very positive.
In  addition,  participants  underlined  the  capability  of  participatory  evaluation  and 
grading to foster responsibility, meta-reflection and metacognition that are the basis 
of the self-regulation. Very appreciated was their involvement with the double role of 
evaluator  and  object  of  the  evaluation.  Also  appreciated  was  the  possibility  to 
compare her/his own work with that of the peers and to receive comments capable to 
offer  different  perspectives  on  their  own  essay.  Some  of  the  participants,  finally, 
declared  their  intention  to  apply  participatory  evaluation  and  grading  in  their 
classroom and one, in particular, wrote “students will feel closer to the point of view 
of the teacher who often tends to be considered as a hostile entity judging from the 
highest of their authority”

The final debriefing was not specifically dedicated to the participatory evaluation and 
grading  but  concerned  the  whole  didactic  process.  Because  of  this  not  many 
additional elements specific to TPG/E or UPG/E emerged. The most interesting one 
was the request to enable school teachers/tutors to personalize the evaluation scale for 
special  cases,  like  students  affected  by  specific  learning disabilities  (i.e.  dyslexia, 
dysgraphia, dyscalculia, attentional deficit, etc.) or having special educational needs 
(i.e. foreigners). Of course the request of this new functionality is less relevant for 
university or professional learning/training courses.

5   Conclusions

Despite  the  growing  interest  in  peer  reviewing,  the  diffusion  of  this  evaluation 
approach  into  the  schools  requires  first  of  all  a  dissemination  action  aimed  at 
involving K12 and high school teachers and to favor the acquisition of an adequate 
evaluation  literacy.  The  case  study  reported  in  this  article  demonstrates  how 
participatory  evaluation  practices  are  likely  to  be  largely  appreciated  by  teachers 
when the proposed approach, thanks also to the fluidizing action of the technologies, 
is  able  to  support  more  objective  assessments  and,  at  the  same  time,  offers  the 
possibility to verify the outcomes of the process.
This  case  study  shows  also  that  TPG/E or  UPG/E allow to  identify  the  peculiar 
behaviors and characteristics of each group of students and that, at the same time, are 
capable to strengthen and make more objective the grading process, thanks to a win-
win approach. It also demonstrates how the participation of the tutor in the evaluation 
process is deemed essential, at least in an initial phase during which students must be 
accompanied in the acquisition of a more objective approach to the evaluation of 
peers.
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The significant appreciation by the teachers, most of which seem very keen to transfer 
the method into the schools let us hope for a progressive diffusion of the TPG/E or 
UPG/E.
This article, thanks to the detailed description of the algorithms needed to implement 
the TPG/E or UPG/E and of the methodologies to apply them, can be considered a 
reference  for  all  those  wish  to  challenge  themselves  in  participatory  evaluation 
practices, possibly also to improve them.
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